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Foreword

By Randal E. Bryant

Research in decision procedures started several decades ago, but both their
practical importance and the underlying technology have progressed rapidly
in the last five years. Back in the 1970s, there was a flurry of activity in this
area, mostly centered at Stanford and the Stanford Research Institute (SRI),
motivated by a desire to apply formal logic to problems in artificial intelligence
and software verification. This work laid foundations that are still in use today.
Activity dropped off through the 1980s and 90s, accompanied by a general
pessimism about automated formal methods. A conventional wisdom arose
that computer systems, especially software, were far too complex to reason
about formally.

One notable exception to this conventional wisdom was the success of
applying Boolean methods to hardware verification, beginning in the early
1990s. Tools such as model checkers demonstrated that useful properties could
be proven about industrial scale hardware systems, and that bugs could be
detected that had otherwise escaped extensive simulation. These approaches
improved on their predecessors by employing more efficient logical reasoning
methods, namely ordered binary decision diagrams and Boolean satisfiability
solvers. The importance of considering algorithmic efficiency, and even low-
level concerns such as cache performance became widely recognized as having
a major impact on the size of problems that could be handled.

Representing systems at a detailed Boolean level limited the applicability
of early model checkers to control-intensive hardware systems. Trying to model
data operations, as well as the data and control structures found in software
leads to far too many states, when every bit of a state is viewed as a separate
Boolean signal.

One way to raise the level of abstraction for verifying a system is to view
data in more abstract terms. Rather than viewing a computer word as a
collection of 32 Boolean values, it can be represented as an integer. Rather
than viewing a floating point multiplier as a complex collection of Boolean
functions, many verification tasks can simply view it as an “uninterpreted
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function” computing some repeatable function over its inputs. From this ap-
proach came a renewed interest in decision procedures, automating the process
of reasoning about different mathematical forms. Some of this work revived
methods dating back many years, but alternative approaches also arose that
made use of Boolean methods, exploiting the greatly improved performance of
Boolean satisfiability (SAT) solvers. Most recently, decision procedures have
become quite sophisticated, using the general framework of search-based SAT
solvers, integrated with methods for handling the individual mathematical
theories.

With the combination of algorithmic improvements and the improved per-
formance of computer systems, modern decision procedures can readily handle
problems that far exceed the capacity of their forebearers from the 1970s. This
progress has made it possible to apply formal reasoning to both hardware and
software in ways that disprove the earlier conventional wisdom. In addition,
the many forms of malicious attacks on computer systems have created a pro-
gram execution environment where seemingly minor bugs can yield serious
vulnerabilities, and this has greatly increased the motivation to apply formal
methods to software analysis.

Until now, learning the state of the art in decision procedures required
assimilating a vast amount of literature, spread across journals and confer-
ences in a variety of different disciplines and over multiple decades. Ideas are
scattered throughout these publications, but with no standard terminology or
notation. In addition some approaches have been shown to be unsound, and
many have proven ineffective. I am therefore pleased that Daniel Kroening
and Ofer Strichman have compiled the vast amount of information on deci-
sion procedures into a single volume. Enough progress has been made in the
field that the results will be of interest to those wishing to apply decision
procedures. At the same time, this is a fast moving and active research com-
munity, making the work essential reading for the many researchers in the
field.
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A decision procedure is an algorithm that, given a decision problem, termi-
nates with a correct yes/no answer. In this book, we concentrate on decision
procedures for decidable first-order theories that are useful in the context of
automated verification and reasoning, theorem proving, compiler optimiza-
tion, synthesis, and so forth. Since the ability of these techniques to cope with
problems arising in industry depends critically on decision procedures, this
is a vibrant and prospering research subject for many researchers around the
world, both in academia and in industry. Intel and AMD, for example, are
developing and using theorem provers and decision procedures as part of their
efforts to build circuit verification tools with ever-growing capacity. Microsoft
is developing and routinely using decision procedures in several code analysis
tools.

Despite the importance of decision procedures, one rarely finds a university
course dedicated entirely to this topic; occasionally, it is addressed in courses
on algorithms or on logic for computer science. One of the reasons for this
situation, we believe, is the lack of a textbook summarizing the main results
in the field in an accessible, uniform way. The primary goal of this book is
therefore to serve as a textbook for an advanced undergraduate- or graduate-
level computer science course. It does not assume specific prior knowledge
beyond what is expected from a third-year undergraduate computer science
student. The book may also help graduate students entering the field, as
currently they are required to gather information from what seems to be an
endless list of articles.

The decision procedures that we describe in this book draw from diverse
fields such as graph theory, logic, and operations research. These procedures
have to be highly efficient, since the problems they solve are inherently hard.
They never seem to be efficient enough, however: what we want to be able to
prove is always harder than what we can prove. Their asymptotic complexity
and their performance in practice must always be pushed further. These char-
acteristics are what makes this topic so compelling for research and teaching.
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Fig. 1. Decision procedures can be rather complex ... those that we consider in
this book take formulas of different theories as input, possibly mix them (using
the Nelson—Oppen procedure — see Chap. 10), decide their satisfiability (“YES” or
“NO”), and, if yes, provide a satisfying assignment

Which Theories? Which Algorithms?

A first-order theory can be considered “interesting”, at least from a practical
perspective, if it fulfills at least these two conditions:

1. The theory is expressive enough to model a real decision problem. More-
over, it is more expressive or more natural for the purpose of expressing
some models in comparison with theories that are easier to decide.
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2. The theory is either decidable or semidecidable, and more efficiently solv-
able than theories that are more expressive, at least in practice if not in
theory.!

All the theories described in this book fulfill these two conditions. Further-
more, they are all used in practice. We illustrate applications of each theory
with examples representative of real problems, whether they may be verifica-
tion of C programs, verification of hardware circuits, or optimizing compilers.
Background in any of these problem domains is not assumed, however.

Other than in one chapter, all the theories considered are quantifier-free.
The problem of deciding them is NP-complete. In this respect, they can all be
seen as “front ends” of any one of them, for example propositional logic. They
differ from each other mainly in how naturally they can be used for modeling
various decision problems. For example, consider the theory of equality, which
we describe in Chaps. 3 and 4: this theory can express any Boolean combina-
tion of Boolean variables and expressions of the form x; = x5, where z; and
x9 are variables ranging over, for example, the natural numbers. The problem
of satisfying an expression in this theory can be reduced to a satisfiability
problem of a propositional logic formula (and vice versa). Hence, there is no
difference between propositional logic and the theory of equality in terms of
their ability to model decision problems. However, many problems are more
naturally modeled with the equality operator and non-Boolean variables.

For each theory that is discussed, there are many alternative decision pro-
cedures in the literature. Effort was made to select those procedures that are
known to be relatively efficient in practice, and at the same time are based on
what we believe to be an interesting idea. In this respect, we cannot claim to
have escaped the natural bias that one has towards one’s own line of research.

Every year, new decision procedures and tools are being published, and
it is impossible to write a book that reports on this moving target of “the
most efficient” decision procedures (the worst-case complexity of most of the
competing procedures is the same). Moreover, many of them have never been
thoroughly tested against one another. We refer readers who are interested in
the latest developments in this field to the SMT-LIB Web page, as well as to
the results of the annual tool competition SMT-COMP (see Appendix A). The
SMT-COMP competitions are probably the best way to stay up to date as to
the relative efficiency of the various procedures and the tools that implement
them. One should not forget, however, that it takes much more than a good
algorithm to be efficient in practice.

The Structure and Nature of This Book

The first chapter is dedicated to basic concepts that should be familiar to
third- or fourth-year computer science students, such as formal proofs, the

! Terms such as expressive and decidable have precise meanings, and are defined in
the first chapter.
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satisfiability problem, soundness and completeness, and the trade-off between
expressiveness and decidability. It also includes the theoretical basis for the
rest of the book. From Sect. 1.5 onwards, the chapter is dedicated to more
advanced issues that are necessary as a general introduction to the book, and
are therefore recommended even for advanced readers. Each of the 10 chapters
that follow is mostly self-contained, and generally does not rely on references
to other chapters, other than the first introductory chapter. An exception
to this rule is Chap. 4, which relies on definitions and explanations given in
Chap. 3.

The mathematical symbols and notations are mostly local to each chapter.
Each time a new symbol is introduced, it appears in a rounded box in the
margin of the page for easy reference. All chapters conclude with problems,
varying in level of difficulty, and bibliographic notes and a glossary of symbols.

A draft of this book was used as lecture notes for a combined undergradu-
ate and graduate course on decision procedures at the Technion, Israel, at ETH
Zurich, Switzerland, and at Oxford University, UK. The slides that were used
in these courses, as well as links to other resources appear on the book’s Web
page (www.decision-procedures.org). Source code of a C++ library
for rapid development of decision procedures can also be downloaded from
this page. This library provides the necessary infrastructure for programming
many of the algorithms described in this book, as explained in Appendix B.
Implementing one of these algorithms was a requirement in the course, and it
proved successful. It even led several students to their thesis topic.
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1

Introduction and Basic Concepts

While the focus of this book is on algorithms rather than mathematical logic,
the two points of view are inevitably mixed: one cannot truly understand
why a given algorithm is correct without understanding the logic behind it.
This does not mean, however, that logic is a prerequisite, or that without
understanding the fundamentals of logic, it is hard to learn and use these
algorithms. It is similar, perhaps, to a motorcyclist who has the choice of
whether to learn how his or her bike works.

He or she can ride a long way without such knowledge, but at certain
points, when things go wrong or if the bike has to be tuned for a particular
ride, understanding how and why things work comes in handy. And then
again, suppose our motorcyclist does decide to learn mechanics: where should
he or she stop? Is the physics of combustion engines important? Is the “why”
important at all, or just the “how”? Or an even more fundamental question:
should one first learn how to ride a motorcycle and then refer to the basics
when necessary, or learn things “bottom-up”, from principles to mechanics —
from science to engineering — and then to the rules of driving?

The reality is that different people have different needs, tendencies, and
backgrounds, and there is no right way to write a motorcyclist’s manual that
fits all. And things can get messier when one is trying to write a book about
decision procedures which is targeted, on one hand, at practitioners — pro-
grammers who need to know about algorithms that solve their particular
problems — and, on the other hand, at students and researchers who need to
see how these algorithms can be defined in the theoretical framework that
they are accustomed to, namely logic.

This first chapter has been written with both types of reader in mind. It
is a combination of a reference for later chapters and a general introduction.
Section 1.1 describes the two most common approaches to formal reasoning,
namely deduction and enumeration, and demonstrates them with proposi-
tional logic. Section 1.2 serves as a reference for basic terminology such as
validity, satisfiability, soundness and completeness. More basic terminology is
described in Sect. 1.3, which is dedicated to normal forms and some of their
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properties. Up to that point in the chapter, there is no new material. As of
Sect. 1.5, the chapter is dedicated to more advanced issues that are necessary
as a general introduction to the book. Section 1.4 positions the subject which
this book is dedicated to in the theoretical framework in which it is typically
discussed in the literature. This is important mainly for the second type of
reader: those who are interested in entering this field as researchers, and, more
generally, those who are trained to some extent in mathematical logic. This
section also includes a description of the types of problem that we are con-
cerned with in this book, and the standard form in which they are presented
in the following chapters. Section 1.5 describes the trade-off between expres-
siveness and decidability. In Sect. 1.6, we conclude the chapter by discussing
the need for reasoning about formulas with a Boolean structure.

What about the rest of the book? Each chapter is dedicated to a different
first-order theory. We have not yet explained what a theory is, and specifi-
cally what a first-order theory is — this is the role of Sect. 1.4 — but some
examples are still in order, as some intuition as to what theories are is required
before we reach that section in order to understand the direction in which we
are proceeding.

Informally, one may think of a theory as a finite or an infinite set of formu-
las, which are characterized by common grammatical rules, allowed functions
and predicates, and a domain of values. The fact that they are called “first-
order” means only that there is a restriction on the quantifiers (only variables,
rather than sets of variables, can be quantified), but this is mostly irrelevant
to us, because, in all chapters but one, we restrict the discussion to quantifier-
free formulas. The table below lists some of the first-order theories that are
covered in this book.!

Theory name Example formula Chapter
Propositional logic ~ x1 A (z2 V —x3) 2
Equality i =y2 Ay =ys3) = ~(y1 = ys) 3,4
Linear arithmetic (221 4+ 322 < 5) V (22 + 522 — 1023 > 6) 5

Bit vectors ((a>b) & c)<c 6
Arrays (i=jANalj]=1) = afi] =1 7
Pointer logic p=qA*xp=5 — xq=25 8

—_
=]

Combined theories (i < jAalj]=1) = ali] <2

In the next few sections, we use propositional logic, which we assume the
reader is familiar with, in order to demonstrate various concepts that apply
equally to other first-order theories.

! Here we consider propositional logic as a first-order theory, which is technically
correct, although not common.
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1.1 Two Approaches to Formal Reasoning

The primary problem that we are concerned with is that of the validity (or
satisfiability) of a given formula. Two fundamental strategies for solving this
problem are the following:

e The model-theoretic approach is to enumerate possible solutions from
a finite number of candidates.

e The proof-theoretic approach is to use a deductive mechanism of rea-
soning, based on axioms and inference rules, which together are called
an inference system.

These two directions — enumeration and deduction — are apparent as early
as the first lessons on propositional logic. We dedicate this section to demon-
strating them.

Consider the following three contradicting claims:

1. If 2 is a prime number greater than 2, then x is odd.
2. It is not the case that x is not a prime number greater than 2.
3. x is not odd.

Denote the statement “z is a prime number greater than 2” by A and the
statement “x is odd” by B. These claims translate into the following propo-

sitional formulas:
A — B.

A (1.1)
-B.

We would now like to prove that this set of formulas is indeed inconsistent.

1.1.1 Proof by Deduction

The first approach is to derive conclusions by using an inference system. In-
ference rules relate antecedents to their consequents. For example, the
following are two inference rules, called modus ponens (M.P.) and CONTRA-
DICTION:

LT 2 9L\, (1.2)
P2

L (CONTRADICTION) . (1.3)

FALSE

The rule M.P. can be read as follows: from ¢; = - and ¢; being TRUE,
deduce that ¢s is TRUE. The formula - is the consequent of the rule M.P.
Axioms are inference rules without antecedents:

———— (DOUBLE-NEGATION-AX) . (1.4)
] < )

(Axioms are typically written without the separating line above them.) We
can also write a similar inference rule:
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e (DOUBLE-NEGATION) . (1.5)

(DOUBLE-NEGATION-AX and DOUBLE-NEGATION are not the same, because
the latter is not symmetric.) Many times, however, axioms and inference rules
are interchangeable, so there is not always a sharp distinction between them.

The inference rules and axioms above are expressed with the help of ar-
bitrary formula symbols (such as ¢1 and ¢5 in (1.2)). In order to use them
for proving a particular theorem, they need to be instantiated, which means
that these arbitrary symbols are replaced with specific variables and formulas
that are relevant to the theorem that we wish to prove. For example, the in-
ference rules (1.2), (1.3), and (1.5) can be instantiated such that FALSE, i.e.,
a contradiction, can be derived from the set of formulas in (1.1):

(1) A = B (premise)

(2) ——A (premise)

(3) A (2; DOUBLE-NEGATION) (1.6)
(4) =B (premise) ’
(5) B (1,3; M.P.)

(6) FALSE (4,5; CONTRADICTION) .

Here, in step (3), ¢ in the rule DOUBLE-NEGATION is instantiated with A. The
antecedent 7 in the rule M.P. is instantiated with A, and ¢5 is instantiated
with B.

More complicated theorems may require more complicated inference sys-
tems. This raises the question of whether everything that can be proven with a
given inference system is indeed valid (in this case the system is called sound),
and whether there exists a proof of validity using the inference system for ev-
ery valid formula (in this case it is called complete). These questions are
fundamental for every deduction system; we delay further discussion of this
subject and a more precise definition of these terms to Sect. 1.2.

While deductive methods are very general, they are not always the most
convenient or the most efficient way to know whether a given formula is valid.

1.1.2 Proof by Enumeration

The second approach is relevant if the problem of checking whether a for-
mula is satisfiable can be reduced to a problem of searching for a satisfying
assignment within a finite set of options. This is the case, for example, if the
variables range over a finite domain,? such as in propositional logic. In the
case of propositional logic, enumerating solutions can be done using truth
tables, as demonstrated by the following example:

2 A finite domain is a sufficient but not a necessary condition. In many cases, even
if the domain is infinite, it is possible to find a bound such that if there exists
a satisfying assignment, then there exists one within this bound. Theories that
have this property are said to have the small-model property.



1.2 Basic Definitions 5

A‘ A:>B‘A:>B A‘(A:>B)/\AAﬁB

11 1 0
110 O 0 0
0]1 1 0 0
0|0 1 0 0

The rightmost column, which represents the formula in our example (see (1.1)),
is not satisfied by any one of the four possible assignments, as expected.

1.1.3 Deduction and Enumeration

The two basic approaches demonstrated above, deduction and enumeration,
go a long way, and in fact are major subjects in the study of logic. In practice,
many decision procedures are not based on explicit use of either enumeration
or deduction. Yet, typically their actions can be understood as performing one
or the other (or both) implicitly, which is particularly helpful when arguing
for their correctness.

1.2 Basic Definitions

We begin with several basic definitions that are used throughout the book.
Some of the definitions that follow do not fully coincide with those that are
common in the study of mathematical logic. The reason for these gaps is
that we focus on quantifier-free formulas, which enables us to simplify various
definitions. We discuss these issues further in Sect. 1.4.

Definition 1.1 (assignment). Given a formula ¢, an assignment of ¢ from
a domain D is a function mapping ¢’s variables to elements of D. An assign-
ment to o is full if all of v’s variables are assigned, and partial otherwise.

In this definition, we assume that there is a single domain for all variables.
The definition can be trivially extended to the case in which different variables
have different domains.

Definition 1.2 (satisfiability, validity and contradiction). A formula
1s satisfiable if there exists an assignment of its variables under which the
formula evaluates to TRUE. A formula is a contradiction if it is not satisfiable.
A formula is valid (also called a tautology) if it evaluates to TRUE under all
assignments.

What does it mean that a formula “evaluates to TRUE” under an assignment?
To evaluate a formula, one needs a definition of the semantics of the various
functions and predicates in the formula. In propositional logic, for example,
the semantics of the propositional connectives is given by truth tables, as
presented above. Indeed, given an assignment of all variables in a propositional
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formula, a truth table can be used for checking whether it satisfies a given
formula, or, in other words, whether the given formula evaluates to TRUE
under this assignment.

It is not hard to see that a formula ¢ is valid if and only if —p is a
contradiction. Although somewhat trivial, this is a very useful observation,
because it means that we can check whether a formula is valid by checking
instead whether its negation is a contradiction, i.e., not satisfiable.

Example 1.3. The propositional formula

ANB (1.7)

is satisfiable because there exists an assignment, namely {A — TRUE, B —
TRUE}, which makes the formula evaluate to TRUE. The formula

(A = B)AAA-B (1.8)

is a contradiction, as we saw earlier: no assignment satisfies it. On the other
hand, the negation of this formula, i.e.,

-((A = B)ANAA-B), (1.9)
is valid: every assignment satisfies it. J

Given a formula ¢ and an assignment « of its variables, we write o = ¢ to
denote that « satisfies . If a formula ¢ is valid (and hence, all assignments
satisfy it), we write = ¢.

Definition 1.4 (the decision problem for formulas). The decision prob-
lem for a given formula ¢ is to determine whether ¢ is valid.

Given a theory T, we are interested in a procedure? that terminates with
a correct answer to the decision problem, for every formula of the theory 7.°
This can be formalized with a generalization of the notions of “soundness”
and “completeness” that we saw earlier in the context of inference systems.
These terms can be defined for the more general case of procedures as follows:

3 Recall that the discussion here refers to propositional logic. In the more general

case, we are not talking about assignments, rather about structures that may
or may not satisfy a formula. In that case, the notation = ¢ means that all
structures satisfy . These terms are explained later in Sect. 1.4.
We follow the convention by which a procedure does not necessarily terminate,
whereas an algorithm terminates. This may cause confusion, because a “decision
procedure” is by definition terminating, and thus should actually be called a
“decision algorithm”. This confusion is rooted in the literature, and we follow it
here.
Every theory is defined over a set of symbols (e.g., linear arithmetic is defined
over symbols such as “+” and “>”). By saying “every formula of the theory” we
mean every formula that is restricted to the symbols of the theory. This will be
explained in more detail in Sect. 1.4.

IS

ot
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Definition 1.5 (soundness of a procedure). A procedure for the decision
problem is sound if when it returns “Valid”, the input formula is valid.

Definition 1.6 (completeness of a procedure). A procedure for the deci-
sion problem is complete if

e it always terminates, and
o it returns “Valid” when the input formula is valid.

Definition 1.7 (decision procedure). A procedure is called a decision pro-
cedure for T if it is sound and complete with respect to every formula of T

Definition 1.8 (decidability of a theory). A theory is decidable if and
only if there is a decision procedure for it.

Given these definitions, we are able to classify procedures according to whether
they are sound and complete or only sound. It is rarely the case that unsound
procedures are of interest. Ideally, we would always like to have a decision pro-
cedure, as defined above. However, sometimes either this is not possible (if the
problem is undecidable) or the problem is easier to solve with an incomplete
procedure. Some incomplete procedures are categorized as such because they
do not always terminate (or they terminate with a “don’t know” answer).
However, in many practical cases, they do terminate. Thus, completeness can
also be thought of as a quantitative property rather than a binary one.

All the theories that we consider in this book are decidable. Once a theory
is decidable, the next question is how difficult it is to decide it. A common
measure is that of the worst-case or average-case complexity, parameterized by
certain characteristics of the input formula, for example its size. One should
distinguish between the complexity of a problem and the complexity of an
algorithm. For example, most of the decision problems that we consider in
this book are in the same complexity class, namely they are NP-complete, but
we present different algorithms with different worst-case complexities to solve
them. Moreover, since the worst-case complexities of alternative algorithms
are frequently the same, we take a pragmatic point of view: is a given decision
procedure faster than its alternatives on a significant set of real benchmark
formulas?

Comparing decision procedures with the same worst-case complexity is
problematic: it is rare that one procedure dominates another. The common
practice is to consider a decision procedure relevant if it is able to perform
faster than others on some significant subset of public benchmarks, or on some
well-defined subclass of problems. When there is no way to predict the relative
performance of procedures without actually running them, they can be run in
parallel, with a “first-to-end Kkills all others” policy. This is a common practice
in industry.
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1.3 Normal Forms and Some of Their Properties

The term normal form, in the context of formulas, is commonly used to
indicate that a formula has certain syntactic properties. In this chapter, we
introduce normal forms that refer to the Boolean structure of the formula. It is
common to begin the process of deciding whether a given formula is satisfiable
by transforming it to some normal form that the decision procedure is designed
to work with. In order to argue that the overall procedure is correct, we need
to show that the transformation preserves satisfiability. The relevant term for
describing this relation is the following.

Definition 1.9 (equisatisfiability). Two formulas are equisatisfiable if they
are both satisfiable or they are both unsatisfiable.

The basic blocks of a first-order formula are its predicates, also called
the atoms of the formula. For example, Boolean variables are the atoms of
propositional logic, whereas equalities of the form z; = z; are the atoms of
the theory of equality that is studied in Chap. 4.

Definition 1.10 (negation normal form (NNF)). A formula is in nega-
tion normal form (NNF) if negation is allowed only over atoms, and A,V,—
are the only allowed Boolean connectives.

For example, —(x; V 23) is not an NNF formula, because the negation is
applied to a subformula which is not an atom.

Every quantifier-free formula with a Boolean structure can be transformed
in linear time to NNF, by rewriting —

(a = b)=(-aVb), (1.10)
and applying repeatedly what are known as De Morgan’s rules,

=(aVb)=(-aAn-b),

—(aAb) = (maV -b). (1.11)

In the case of the formula above, this results in -z A —zs.

Definition 1.11 (literal). A literal is either an atom or its negation. We
say that a literal is negative if it is a negated atom, and positive otherwise.

For example, in the propositional-logic formula
(aV=b)A=c, (1.12)

the set of literals is {a, =b, ¢}, where the last two are negative. In the theory
of equality, where the atoms are equality predicates, a set of literals can be
{561 = T2, —\(.Il = $3)7 _'(1‘2 = 171)}

Literals are syntactic objects. The set of literals of a given formula changes
if we transform it by applying De Morgan’s rules. Formula (1.12), for example,
can be written as —(—a A b) A —¢, which changes its set of literals.



1.3 Normal Forms and Some of Their Properties 9

Definition 1.12 (state of a literal under an assignment). A4 positive
literal is satisfied if its atom is assigned TRUE. Similarly, a negative literal is
satisfied if its atom is assigned FALSE.

Definition 1.13 (pure literal). A literal is called pure in a formula ¢, if
all occurrences of its variable have the same sign.

In many cases, it is necessary to refer to the set of a formula’s literals as if
this formula were in NNF. In such cases, either it is assumed that the input
formula is in NNF (or transformed to NNF as a first step), or the set of literals
in this form is computed indirectly. This can be done by simply counting the
number of negations that nest each atom instance: it is negative if and only
if this number is odd.

For example, —x; is a literal in the NNF of

= (nx1 = z2), (1.13)

because there is an occurrence of x; in ¢ that is nested in three negations
(the fact that x; is on the the left-hand side of an implication is counted as a
negation). It is common in this case to say that the polarity (also called the
phase) of this occurrence is negative.

Theorem 1.14 (monotonicity of NNF). Let ¢ be a formula in NNF and
let « be an assignment of its variables. Let the positive set of o with respect to
@, denoted pos(a, @), be the literals that are satisfied by «. For every assign-
ment o' to p’s variables such that pos(a, p) C pos(a/, ), a = = o | .

Figure 1.1 illustrates this theorem: increasing the set of literals satisfied by
an assignment maintains satisfiability. It does mot maintain unsatisfiability,
however: it can turn an unsatisfying assignment into a satisfying one.

o afFp = dEy

Fig. 1.1. Tllustration of Theorem 1.14. The ellipses correspond to the sets of literals
satisfied by a and o/, respectively

The proof of this theorem is left as an exercise (Problem 1.3).

Example 1.15. Let
pi= (mxAy)Vz (1.14)

be an NNF formula. Consider the following assignments and their correspond-
ing positive sets with respect to :
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a:={r—0, y—1 2—0} pos(a,p) = {—z,y}

!

o = {x—0,y—1, z—1} pos(d,¢) = {-x,y,z}. (1.15)
By Theorem 1.14, since a = ¢ and pos(a, @) C pos(a/,), then o/ = ¢.
Indeed, o/ = . .

We now describe two very useful restrictions of NNF: disjunctive normal
form (DNF) and conjunctive normal form (CNF).

Definition 1.16 (disjunctive normal form (DNF)). A formula is in dis-
junctive normal form if it is a disjunction of conjunctions of literals, i.e., a

formula of the form
\/ (/\lij) ; (1.16)

where l;; is the j-th literal in the i-th term (a term is a conjunction of literals).

Example 1.17. In propositional logic, [ is a Boolean literal, i.e., a Boolean
variable or its negation. Thus the following formula over Boolean variables a,
b, ¢, and d is in DNF:

(anch—b) V

(ma A d) v

(b A =cA—d) v (1.17)

In the theory of equality, the atoms are equality predicates. Thus, the following
formula is in DNF:

((x1 = 22) A (22 = 23) A (23 = 21)) V

(~(@1 = 24) A (24 = 22)) v

((x2 = x3) AN (23 = 24) A (24 = 1)) V (1.18)
ol

Every formula with a Boolean structure can be transformed into DNF, while
potentially increasing the size of the formula exponentially. The following
example demonstrates this exponential ratio.

Example 1.18. The following formula is of length linear in n:
(.131 V 1‘2) VANCERIVAN (l‘gn_l vV xzn) . (1.19)

The length of the equivalent DNF, however, is exponential in n, since every
new binary clause (a disjunction of two literals) doubles the number of terms
in the equivalent DNF, resulting, overall, in 2" terms:
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(fEl ANx3 N\ NTop_3 AN CUanl) \Y
(!L‘l /\LL’g/\---/\.’L’gn,S/\{L‘Qn) \Y
(.%‘1 ANx3 /N ANXTop_o N .%‘Qn) V (120)

ol

Although transforming a formula to DNF can be too costly in terms of
computation time, it is a very natural way to decide formulas with an arbitrary
Boolean structure.

Suppose we are given a disjunctive linear arithmetic formula, that is, a
Boolean structure in which the atoms are linear inequalities over the reals.
We know how to decide whether a conjunction of such literals is satisfiable:
there is a known method called simplex that can give us this answer. In order
to use the simplex method to solve the more general case in which there are
also disjunctions in the formula, we can perform syntactic case-splitting.
This means that the formula is transformed into DNF, and then each term
is solved separately. Each such term contains a conjunction of literals, a form
which we know how to solve. The overall formula is satisfiable, of course, if
any one of the terms is satisfiable. Semantic case-splitting, on the other
hand, refers to techniques that split the search space, in the case where the
variables are finite (“first the case in which 2 = 0, then the case in which
r=1..7).

The term case-splitting (without being prefixed with “syntactic”) usually
refers in the literature to either syntactic case-splitting or a “smart” imple-
mentation thereof. Indeed, many of the cases that are generated in syntactic
case-splitting are redundant, i.e., they share a common subset of conjuncts
that contradict each other. Efficient decision procedures should somehow avoid
replicating the process of deducing this inconsistency, or, in other words, they
should be able to learn, as demonstrated in the following example.

Example 1.19. Consider the following formula:
pi= (a=1Va=2)Aa>3A(b>4Vb<0). (1.21)
The DNF of ¢ consists of four terms:

(a=1Na>3Nb>4)
(a=2Na>3Nb>4)
(a=1Aa>3Ab<0)
(a=2Na>3Nb<0).

Vv
v
¥ (1.22)

These four cases can each be discharged separately, by using a decision proce-
dure for linear arithmetic (Chap. 5). However, observe that the first and the
third case share the two conjuncts ¢ = 1 and a > 3, which already makes the
case unsatisfiable. Similarly, the second and the fourth case share the con-
juncts a = 2 and a > 3. Thus, with the right learning mechanism, two of the
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four calls to the decision procedure can be avoided. This is still case-splitting,
but more efficient than a plain transformation to DNF. a

The problem of reasoning about formulas with a general Boolean structure
is a common thread throughout this book.

Definition 1.20 (conjunctive normal form (CNF)). 4 formula is in con-
junctive normal form if it is a conjunction of disjunctions of literals, i.e., it

has the form
AV i) (1.23)
J

i
where l;; is the j-th literal in the i-th clause (a clause is a disjunction of
literals).

Every formula with a Boolean structure can be transformed into an equiv-
alent CNF formula, while potentially increasing the size of the formula ex-
ponentially. Yet, any propositional formula can also be transformed into an
equisatisfiable CNF formula with only a linear increase in the size of the for-
mula. The price to be paid is n new Boolean variables, where n is the number
of logical gates in the formula. This transformation is done via Tseitin’s
encoding [195].

Tseitin suggested that one new variable should be added for every logical
gate in the original formula, and several clauses to constrain the value of this
variable to be equal to the gate it represents, in terms of the inputs to this
gate. The original formula is satisfiable if and only if the conjunction of these
clauses together with the new variable associated with the topmost operator
is satisfiable. This is best illustrated with an example.

Example 1.21. Given a propositional formula
T, — (ZZJQ /\Ig) s (124)

with Tseitin’s encoding we assign a new variable to each subexpression, or,
in other words, to each logical gate, for example AND (A), OR (V), and
NOT (—). For this example, let us assign the variable ay to the AND gate
(corresponding to the subexpression o A z3) and a; to the IMPLICATION
gate (corresponding to x1 = a2), which is also the topmost operator of this
formula. Figure 1.2 illustrates the derivation tree of our formula, together
with these auxiliary variables in square brackets.
We need to satisfy aq, together with two equivalences,

ap < ((El E=4 ag),

gy <— (372/\.’)3‘3) . (125)

The first equivalence can be rewritten in CNF as
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Fig. 1.2. Tseitin’s encoding. Assigning an auxiliary variable to each logical gate
(shown here in square brackets) enables us to translate each propositional formula
to CNF, while increasing the size of the formula only linearly

(Cl1 \/.131) N
(a1 V _\(IQ) A (126)
("&1 V -1 vV (ZQ) s

and the second equivalence can be rewritten in CNF as

(—|a2 V 1‘2) A\
(maz V a3) A (1.27)
(CLQ vV —I9 \Y —\xg) .

Thus, the overall CNF formula is the conjunction of (1.26), (1.27), and the
unit clause

(a1) , (1.28)

which represents the topmost operator. o

There are various optimizations that can be performed in order to reduce
the size of the resulting formula and the number of additional variables. For
example, consider the following formula:

21V (z2 ANxg Axg Axp) . (1.29)

With Tseitin’s encoding, we need to introduce four auxiliary variables. The
encoding of the clause on the right-hand side, however, can be optimized to
use just a single variable, say as:

ay <= (a2 Ax3 ATgAT5). (1.30)
In CNF,
(—\CLQ V 1‘2) A
("(12 \% l’g) A\
(mag V xy) A (1.31)
(ﬁag V .%‘5) AN

(Clg V xo V x3 VvV xy V _\.1‘5) .

In general, we can encode a conjunction of n literals with a single variable and
n + 1 clauses, which is an improvement over the original encoding, requiring
n — 1 auxiliary variables and 3(n — 1) clauses.
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Such savings are also possible for a series of disjunctions (see Problem 1.1).
Another popular optimization is that of subsumption: given two clauses
such that the set of literals in one of the clauses subsumes the set of literals
in the other clause, the longer clause can be discarded without affecting the
satisfiability of the formula.

Finally, if the original formula is in NNF, the number of clauses can be
reduced substantially, as was shown by Plaisted and Greenbaum in [152].
Tseitin’s encoding is based on constraints of the form

auxiliary variable <= formula , (1.32)

but only the left-to-right implication is necessary. The proof that this improve-
ment is correct is left as an exercise (Problem 1.4). In practice, experiments
show that owing to the requirement of transforming the formula to NNF first,
this reduction has a relatively small (positive) effect on the run time of modern
SAT solvers compared with Tseitin’s encoding.

Example 1.22. Consider a gate x; A xo, which we encode with a new
auxiliary variable a. Three clauses are necessary to encode the constraint
a < (x1/Ax2), as was demonstrated in (1.27). The constraint a <= (x1Ax2)
(equivalently, (a V —x1 V —x2)) is redundant, however, which means that only
two out of the three constraints are necessary. o

A conversion algorithm with similar results to [152], in which the elimina-
tion of the negations is built in (rather than the formula being converted to
NNF a priori), has been given by Wilson [201].

1.4 The Theoretical Point of View

While we take the algorithmic point of view in this book, it is important to
understand also the theoretical context, especially for readers who are also
interested in following the literature in this field or are more used to the
terminology of formal logic. It is also necessary for understanding Chaps. 10
and 11. We must assume in this subsection that the reader is familiar to some
extent with first-order logic — a reasonable exposition of this subject is beyond
the scope of this book. See [30, 91] for a more organized study of these matters.
Let us recall some of the terms that are directly relevant to our topic.

First-order logic (also called predicate logic) is based on the following
elements:

1. Variables: a set of variables.

2. Logical symbols: the standard Boolean connectives (e.g., “A”, “=7, and
“v7), quantifiers (“3” and “v”) and parentheses.

3. Nonlogical symbols: function, predicate, and constant symbols.

4. Syntax: rules for constructing formulas. Formulas adhering to these rules
are said to be well-formed.
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Essentially, first-order logic extends propositional logic with quantifiers
and the nonlogical symbols. The syntax of first-order logic extends the syntax
of propositional logic naturally. Two examples of such formulas are

e JyeZ VxeZ. x>y,
e YneN.IpeN.n>1 = (isprime(p) An <p<2n),

where “>7, “<” and “isprime” are nonlogical binary predicate symbols.
The elements listed above only refer to symbols and syntax — they still
do not tell us how to evaluate whether a given formula is true or false. This
separation between symbols and their interpretation — between syntax and
semantics — is an important principle in the study of logic. We shall explain
this separation with an example. Let X denote the set of symbols {0, 1, +, =},
where “0” and “1” are constant symbols, “+” is a binary function symbol,
and “=” is a binary predicate symbol. Consider the following formula over X

p:=dz.x2+0=1. (1.33)

Now, is ¢ true in Ny? (Ny denotes the naturals, including 0.)

What seems like a trivial question is not so simple in the world of formal
logic. A logician would say that the answer depends, among other things,
on the interpretation of the symbols in Y. What does the “+” symbol
mean? Which elements in the domain do “0” and “1” refer to? From a formal
perspective, whether ¢ is true can only be answered with respect to a given
structure. A structure is a tuple consisting of

e a domain;
an interpretation of the nonlogical symbols, in the form of a mapping
between each function and predicate symbol to a function and a predicate,
respectively, and an assignment of a domain element to each of the constant
symbols;

e an assignment of a domain element to each of the free (unquantified) vari-
ables.

For example, if we choose to interpret the “4” symbol as the multiplication
function, the answer is that ¢ in (1.33) is false.

The formula ¢ is satisfiable if and only if there ezists a structure under
which the formula is true. Indeed, in this case there exists such a domain and
interpretation — namely, Ny and the common interpretation of “+47, “=", “0”
and “1” — and, hence, the formula is satisfiable.

First-order logic can be thought of as a framework giving a generic syn-
tax and the building blocks for defining specific restrictions thereof, called
theories. The restrictions defined by a theory are on the nonlogical symbols
that can be used and the interpretation that we can give them. Indeed, in a
practical setting we would not want to consider an arbitrary interpretation of
the symbols as above (where “+” is multiplication); rather we consider only
specific ones.
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A set of nonlogical symbols is called a signature. Given a signature X, a
Y-formula is a formula that uses only nonlogical symbols from X (possibly
in addition to logical symbols). A variable is free if it is not bound by a
quantifier. A sentence is a formula without free variables. A first-order X-
theory T consists of a set of X-sentences. For a given X-theory T', a X-formula
o is T-satisfiable if there exists a structure that satisfies both the formula
and the sentences of T. Similarly, a X-formula ¢ is T-valid if all structures
that satisfy the sentences of T', also satisfy ¢.

The set of sentences that are required is sometimes large or even infinite.
It is therefore common to define theories via a set of axioms, which implicitly
represent all the sentences that can be inferred from them, using some sound
and complete inference system for the logical symbols.

Example 1.23. Consider a simple signature X' consisting only of the pred-

icate symbol “=".6 Let T be a X-theory. An example of a well-formed X-
formula is

Vi, y,z (=y) Ay =2)) = —(z=2)). (1.34)
If we wish T to restrict the interpretation of “=" to the equality predicate,

the following three axioms are sufficient:

Ve, z =u (REFLEXIVITY) ,
Ve,y. x=y = y==1 (SYMMETRY) , (1.35)
Va,y,z. t =y ANy =2z = x =z (TRANSITIVITY) .

Since every domain and interpretation that satisfy these axioms also sat-
isfy (1.34), then (1.34) is T-valid. a4

As said above, a theory restricts only the nonlogical symbols. If we want
to restrict the set of logical symbols or the grammar, we need to speak about
fragments of the logic. For example, we can speak about the quantifier-
free fragment of 7' as defined in the example above. This fragment, called
equality logic, happens to be the subject of Chap. 4. Most of the chapters, in
fact, are concerned with quantifier-free fragments of theories. Another useful
fragment is called the conjunctive fragment, which means that the only
Boolean connective that is allowed is conjunction. What about restricting the
interpretation of the logical symbols? The axioms that restrict the interpre-
tation of the logical symbols, called the logical axioms, are assumed to be
“built in”, i.e., they are common to all first-order theories.

Numerous theories have been considered over the years, corresponding to
various problems of interest. Many of them lead to decidability, and, frequently
to efficient decision procedures. The theory of Presburger arithmetic, for
example, is defined with a signature X = {0, 1, +, =} and is still decidable. In

5 Tt is frequently the case in the literature that the equality sign is considered as a
logical symbol, and then the theory defined here has an empty signature. We do
not follow this convention here, however.
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contrast, the theory of Peano arithmetic, which is defined over a signature
Y = {0,1,+,,=}, is undecidable. Thus, the addition of the multiplication
symbol and the corresponding axioms that define it make the decision problem
undecidable. Other famous theories include the theory of equality, the theory
of reals, the theory of integers, the theory of arrays, the theory of recursive
data structures and the theory of sets (“set theory”). Many of the decidable
ones that are in practical use are covered in this book.

1.4.1 The Problem We Solve

Unless otherwise stated, we are concerned with

the satisfiability problem of the quantifier-free fragment of various
first-order theories.

Formulas in such fragments are called ground formulas, as they only contain
free (unquantified, also called ground) variables and constants. Exceptions are
Chap. 9, which is concerned with quantified formulas, and a small part of
Chap. 7, which is concerned with quantified array logic.

There is a subtle difference between the satisfiability problem of ground
formulas and the satisfiability problem of existentially quantified formulas.
It is, of course, trivial that a ground formula ¢ over variables xq,...,x, is
satisfiable if and only if

Ay, T @ (1.36)

is satisfiable. Thus, the decision procedures for both problems can be similar.
The reason we use the former definition is that this entails, from a formal per-
spective, that the satisfying structure includes an assignment of the variables,
because they are all free. In many practical applications, such an assignment
is necessary. In fact, the former problem can be seen as an instance of the
constraint satisfaction problem (CSP), which is all about finding an
assignment that satisfies a set of unquantified constraints.”

We assume that the input formulas are given in negation normal form,
or that they are implicitly transformed to this form as a first step of any of
the algorithms described later. As explained in Sect. 1.10, every formula can
be transformed to this form in linear time. The reason that this assumption
is important is that it simplifies the algorithms and the arguments for their
correctness.

1.4.2 Our Presentation of Theories

Our presentation of theories in the chapters to come is not as defined above.
In an attempt to make the presentation more accessible and the chapters more
self-contained, we make the following changes:

" The emphasis and terminology are somewhat different. Most of the research in
the CSP community is concerned with finite, discrete domains, in contrast to the
problems considered in this book.
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1. Rather than specifying theories through their set of symbols and sentences,
we give the domain explicitly, and fix the interpretations of symbols in
accordance with their common use. Hence, “+” is always the addition
function, “0” is the 0 element in the given domain, and so forth.

2. Rather than specifying the theory fragment we are concerned with by
referring to the generic grammar of first-order logic as a starting point,
we give an explicit, self-contained definition of the grammar.

From a formal-logic point of view, fixing the interpretation means only
that we have the sentences implicitly; the satisfiability problem remains the
same. From the algorithmic point of view, however, the satisfiability problem
now amounts to searching for a satisfying assignment of variables from the
predefined domain. Whether a given assignment satisfies the formula can be
determined according to the commonly used meanings of the various symbols.

This form of presentation is in line with our focus on the algorithmic point
of view: when designing a decision procedure for a theory, the interpretation
of the symbols has to be predefined. In other words, changing the domain or
interpretation of symbols changes the algorithm.

1.5 Expressiveness vs. Decidability

There is an important trade-off between what a theory can express and how
hard it is to decide, that is, how hard it is to determine whether a given
formula allowed by the theory is valid or not. This is the reason for defining
many different theories: otherwise, we would define and use only a single
theory sufficiently expressive for all perceivable decision problems.

A theory can be seen as a tool for defining languages. Every formula in
the theory defines a language, which is the set of “words” (the assignments,
in the case of quantifier-free formulas) that satisfy it. We now define what it
means that one theory is more expressive than another.

Definition 1.24 (expressiveness). Theory A is more expressive than theory
B if every language that can be defined by a B-formula can also be defined by
an A-formula, and there exists at least one language definable by an A-formula
that cannot be defined by a B-formula. We denote the fact that theory B is
less expressive than theory A by B < A.

For example, propositional logic is more expressive than what is known as “2-
CNEFE” | i.e., CNF in which each clause has at most two literals. In propositional
logic, we can define the formula

X V X9 vV s , (137)

which defines a language that we cannot define with 2-CNF": it accepts all truth
assignments to xq,z2, x3 except {x; — FALSE, xo — FALSE, Z3 — FALSE}.
How can we prove this?
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Well, assume that there exists a 2-CNF representation of this formula
using the same set of variables, and consider one of its binary clauses. Such
a clause contradicts two of the eight possible assignments. For example, a
clause (x1 V x2) contradicts {1 +— FALSE, 3 + FALSE, x3 — FALSE} and
{x1 — FALSE, x5 +— FALSE, x3 — TRUE}. Any additional clause can only
contradict more assignments. Hence, we can never create a 2-CNF formula
such that exactly one of the eight assignments does not satisfy it.

On the other hand, 2-CNF is a restriction of propositional logic; hence,
obviously, any 2-CNF formula can be expressed in propositional logic. Thus,
we have

2-CNF < propositional logic . (1.38)

This example also demonstrates the influence of expressiveness on compu-
tational hardness: while propositional logic is NP-complete, 2-CNF can be
solved in polynomial time.

In order to illustrate the trade-off between how expressive a theory is and
how hard it is to decide formulas in that theory, consider a theory 1" defined by
some syntax. Let 17, ..., T, denote a list of fragments of T', defined by various
restrictions on the syntax of T (similarly to the way we restricted propositional
logic to 2-CNF above), for which Ty < T5 < ... < T,, < T. Technically, this
means that we have imposed a total order on these fragments in terms of
their expressive power. Under such assumptions, Fig. 1.3 illustrates the trade-
off between expressiveness and computational hardness: the less expressive
the theory is (the more restrictions we put on it), the easier it is to decide
it. Assume our imaginary theory 7' is undecidable. After some threshold is
crossed (from right to left in the figure), the theory fragments can become
decidable. After enough restrictions have been added, the theory becomes
solvable in polynomial time. The decidable but nonpolynomially decidable
fragments pose a computational challenge. This is one of the challenges we
focus on in this book.

This view is simplistic, however, because there is no total order on the
expressive power of theories, only a partial order. This means that there can
be two theories, A and B, neither of which is more expressive than the other,
yet their expressive power is different. In other words, there are languages
that can be defined by A and not by B, and there are languages that can be
defined by B and not by A.

1.6 Boolean Structure in Decision Problems

We conclude this chapter by demonstrating the need for reasoning about
formulas with a Boolean structure.

Many decision procedures assume that the decision problem is given by a
conjunction of constraints. The simplex algorithm and the Omega test, both
of which are described in Chap. 5, are examples of such procedures.
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Fig. 1.3. The trade-off between expressiveness of theories and the hardness of de-
ciding them, illustrated for an imaginary series of theories T1,...,T,,T for which
each T3, ¢ € {1,...,n}, is less expressive than its successor

Many applications, however, require a more complex Boolean structure.
In program analysis and verification, for example, disjunctions may appear in
the program to be verified, either explicitly (e.g., x = v || z) or implicitly
through constructs such as 1 f and switch statements. Any reasoning system
about such programs, therefore, must be able to deal with disjunctions. For
example, verification conditions that arise in program verification (e.g.,
using Hoare logic), often have the form of an implication.

The following example focuses on a technique for reasoning about pro-
grams, that demonstrates how program structure, including i f statements, is
evident in the underlying verification conditions that need to be checked.

Example 1.25. Bounded model checking (BMC) of programs is a tech-
nique for verifying that a given property (typically given as an assertion by
the user) holds for a program in which the number of loop iterations and re-
cursive calls is bounded by a given number k. The states that the program can
reach within this bound are represented symbolically by a formula, together
with the negation of the property. If the combined formula is satisfiable, then
there exists a path in the program that violates the property.

Consider the program in the left part of Fig. 1.4. The number of paths
through this program is exponential in N, as each of the a[i] elements can
be either zero or nonzero. Despite the exponential number of paths through
the program, its states can be encoded with a formula of size linear in N, as
demonstrated in the right part of the figure.

The formula on the right of Fig. 1.4 encodes the states of the program on
its left, using the static-single-assignment (SSA) form. Briefly, this means
that in each assignment of the form x = exp;, the left-hand side variable
x is replaced with a new variable, say x;, and any reference to x after this
line and before x is assigned again is replaced with x;. Such a replacement is
possible because there are no loops (recall that this is done in the context of
BMC). After this transformation, the statements are conjoined. The resulting
equation represents the states of the original program.
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int a[N]; unsigned c;

c1 =0 A
c2=(al0]=0)?c1+1:¢c1 A
c = 0;
! = = ? :
for(i = 0; 1 < N; 1i++) cs=(al] =0)7c2+1:c2 A
if(al[i] == 0)
c++; envt1 = (a[N=1]=0)?cn+1:cen

Fig. 1.4. A simple program with an exponential number of paths (left), and a
static-single-assignment (SSA) form of this program after unwinding its for loop
(right)

The ternary operator ¢?x : y in the equation on the right of Fig. 1.4 can
be rewritten using a disjunction, as illustrated in (1.39). These disjunctions
lead to an exponential number of clauses once the formula is converted to
DNF.

Cc1 = 0 A
((al0] =0Aca=c1+1)V(a[0] #O0Aca=c1)) A
((al]=0Acg=ca+1)V(a[l] #0Ac3 =c2)) A (1.39)

(a[N=1] = 0 A enir = en + 1)V (@N=1] £ 0 A eyt = ex) -

In order to verify that some assertion holds at a specific location in the pro-
gram, it is sufficient to add a constraint corresponding to the negation of this
assertion, and check whether the resulting formula is satisfiable. For example,
to prove that at the end of the program ¢ < N, we need to conjoin (1.39) with
(CN+1 > N) o

To summarize this section, there is a need to reason about formulas with
disjunctions, as illustrated in the example above. The simple solution of going
through DNF does not scale, and better solutions are needed. Solutions that
perform better in practice (the worst case remains exponential, of course)
indeed exist, and are covered extensively in this book.

1.7 Problems

Problem 1.1 (improving Tseitin’s encoding).

(a) Using Tseitin’s encoding, transform the following formula ¢ to CNF. How
many clauses are needed?

pi= (x1 A(z2 V... Vx,)) . (1.40)
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(b) Consider a clause (x1V...VZ,), n > 2, in a non-CNF formula. How many
auxiliary variables are necessary for encoding it with Tseitin’s encoding?
Suggest an alternative way to encode it, using a single auxiliary variable.
How many clauses are needed?

Problem 1.2 (expressiveness and complexity).

(a) Let T7 and Ts be two theories whose satisfiability problem is decidable and
in the same complexity class. Is the satisfiability problem of a Tj-formula
reducible to a satisfiability problem of a Ts-formula?

(b) Let Ty and T5 be two theories whose satisfiability problems are reducible
to one another. Are 77 and 75 in the same complexity class?

Problem 1.3 (monotonicity of NNF with respect to satisfiability).
Prove Theorem 1.14.

Problem 1.4 (one-sided Tseitin encoding). Let ¢ be an NNF formula (see
Definition 1.10). Let % be a formula derived from ¢ as in Tseitin’s encoding
(see Sect. 1.3), but where the CNF constraints are derived from implications
from left to right rather than equivalences. For example, given a formula

a; N\ (CLQ vV —|a3) s
the new encoding is the CNF equivalent of the following formula,

To A
(xg = aj; N\ (El) A
(1 = aaVx2) A
(372 — ﬁag) s

where xg, x1, 2 are new auxiliary variables. Note that Tseitin’s encoding to
CNF starts with the same formula, except that the “=" symbol is replaced
with “<=".

1. Prove that @ is satisfiable if and only if ¢ is.

2. Let I, m,n be the number of AND, OR, and NOT gates, respectively, in ¢.
Derive a formula parameterized by [, m and n that expresses the ratio of
the number of CNF clauses in Tseitin’s encoding to that in the one-sided
encoding suggested here.
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1.8 Glossary

The following symbols were used in this chapter:

First used
Symbol |Refers to ... on page ...
a = |An assignment « satisfies a formula ¢ 6
= |A formula ¢ is valid (in the case of quantifier-free 6
formulas, this means that it is satisfied by all assign-
ments from the domain)
T A theory 6
pos(a, @) |Set of literals of ¢ satisfied by an assignment « 9
B < A |Theory B is less expressive than theory A 18
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Decision Procedures for Propositional Logic

2.1 Propositional Logic

We assume that the reader is familiar with propositional logic. The syntax of
formulas in propositional logic is defined by the following grammar:

formula : formula A formula | —formula | (formula) | atom
atom : Boolean-identifier | TRUE | FALSE

Other Boolean operators such as OR (V) can be constructed using AND (A)
and NOT (—).

2.1.1 Motivation

Propositional logic is widely used in diverse areas such as database queries,
planning problems in artificial intelligence, automated reasoning and circuit
design. Here we consider two examples: a layout problem and a program ver-
ification problem.

Example 2.1. Let S = {s1,...,s,} be a set of radio stations, each of which
has to be allocated one of k transmission frequencies, for some k < n. Two
stations that are too close to each other cannot have the same frequency. The
set of pairs having this constraint is denoted by E. To model this problem,
define a set of propositional variables {z;; | ¢ € {1,...,n},j € {1,...,k}}.
Intuitively, variable x;; is set to TRUE if and only if station 7 is assigned the
frequency j. The constraints are:

e Every station is assigned at least one frequency:

n k
/\ \/ Tij - (2.1)

i=1j=1
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e Every station is assigned not more than one frequency:

n k—1
/\ /\(a:ij — /\ _‘xit)- (22)

j<t<k

e Close stations are not assigned the same frequency. For each (i,j) € E,

k
/\(xit — —mcjt). (23)

Note that the input of this problem can be represented by a graph, where
the stations are the graph’s nodes and E corresponds to the graph’s edges.
Checking whether the allocation problem is solvable corresponds to solving
what is known in graph theory as the k-colorability problem: can all nodes be
assigned one of k colors such that two adjacent nodes are assigned different
colors? Indeed, one way to solve k-colorability is by reducing it to propositional
logic. a

Example 2.2. Consider the two code fragments in Fig. 2.1. The fragment
on the right-hand side might have been generated from the fragment on the
left-hand side by an optimizing compiler.

if(la && !'b) hi(); if(a) £();
else else
if(la) g(); if(b) g();
else f(); else h();

Fig. 2.1. Two code fragments — are they equivalent?